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Networks
A networkN = (V,L, T ,W) consists of:

• a graphG = (V,L), whereV is the set ofverticesandL is the set of

lines(links, ties). Undirected lines are callededges, and directed lines

arcs. n = card(V) , m = card(L).

• T vertex value functions: t : V → A

• W line value functions: w : L → B
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Large Networks
Large network – several thousands or millions of vertices.

Usually sparsem << n2; typical: m = O(n) or m = O(n log n) .

Examples:

network size n = |V | m = |L| source
ODLIS dictionary 61K 2909 18419 ODLIS online
CitationsSOM 168K 4470 12731 Garfield’s collection
Molecula 1ATN 74K 5020 5128 Brookhaven PDB
Comput. geometry 140K 7343 11898 BiBTEX bibliographies
English words 2-8 520K 52652 89038 Knuth’s English words
Internet traceroutes 1.7M 124651 207214 Internet Mapping Project
Franklin genealogy 12M 203909 195650 Roperld.com gedcoms
World-Wide-Web 3.6M 325729 1497135 Notre Dame Networks
Actors 3.9M 392400 1342595 Notre Dame Networks
US patents 82M 3774768 16522438 Nber
SI internet 38M 5547916 62259968 Najdi Si
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Pajek

Pajek is a program, for Windows, for anal-

ysis and visualization oflarge networkshav-

ing some ten or houndred of thousands of

vertices.

In Slovenian languagepajekmeans spider.

The design ofPajek is based on experiences gained in development of
graph data structure and algorithms libraries Graph and X-graph, collection
of network analysis and visualization programsSTRAN, and SGML-based
graph description markup languageNetML. We started the development
of Pajek in November 1996.Pajek is implemented in Delphi. Some
procedures were contributed by Matjaž Zaveřsnik.

The latest version ofPajek is freely available, for noncommercial use, at
its home page:

http://vlado.fmf.uni-lj.si/pub/networks/pajek/
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Main design goals
The main goals in the design ofPajek are:

• to support abstraction by (recursive)

decompositionof a large network into

several smaller networks that can be

treated further using more sophisti-

cated methods;

• to provide the user with some powerful

visualizationtools;

• to implement a selection of efficient

subquadraticalgorithms for analysis of

large networks.

With Pajek we can:find clusters (components, neighbourhoods of ‘important’ vertices,

cores, etc.) in a network,extractvertices that belong to the same clusters andshowthem

separately, possibly with the parts of the context (detailed local view),shrink vertices in

clusters and show relations among clusters (global view).
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Types of networks
Besides ordinary (directed, undirected, mixed) networksPajek supports

also:

• 2-mode networks, bipartite (valued) graphs – networks between two

disjoint sets of vertices. Examples of such networks are: (authors,

papers,cites the paper), (authors, papers,is the (co)author of the

paper), (people, events,was present at), (people, institutions,is

member of), (articles, shoping lists,is on the list).

• temporal networks, dynamic graphs – networks changing over time.
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Pajek ’s data types
In Pajek analysis and visualization are performed using 6 data types:

• network(graph),

• partition (nominal or ordinal prop-

erties of vertices),

• vector (numerical properties of ver-

tices),

• cluster(subset of vertices),

• permutation(reordering of vertices,

ordinal properties), and

• hierarchy (general tree structure on

vertices).

We intend to extend this list with a sup-

port ofmultiple networksandpartitions of

lines.
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. . .Pajek ’s data types

The power ofPajek is based on several transformations that support

different transitions among these data structures. Also the menu structure

of the mainPajek ’s window is based on them.Pajek ’s main window

uses a ‘calculator’ paradigm with list-accumulator for each data type. The

operations are performed on the currently active (selected) data and are also

returning the results through accumulators.

The values of vectors can be used to determine several elements of network

display such as: X, Y, Z coordinates and the size of the vertex shape. The

partition can be graphically represented by the color and shape of vertices.

Also the values of edges can be represented by the thickness and/or color.
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Algorithms
To support the design goals we implemented several algorithms known

from the literature, but for some tasks new, efficient algorithms, suitable

to deal with large networks, had to be developed. They mainly provide

different ways to identify interesting substructures in a given network.

To extend the range ofPajek , on very large networks most basic operations

work in-place (destroying the input network).
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Standard algorithms

In Pajek several known efficient algorithms are implemented, like:

• simplifications and transformations: deleting loops, multiple edges,

transforming arcs to edges etc.;

• components: strong, weak, biconnected, symmetric;

• decompositions: symmetric-acyclic, hierarchical clustering;

• paths: shortest path(s), all paths between two vertices;

• flows: maximum flow between two vertices;

• neighborhood: k-neighbours;

• CPM – critical paths;
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Standard algorithms

• social networks algorithms: centrality measures, hubs and authorities,

measures of prestige, brokerage roles, structural holes, diffusion

partitions;

• measures of dependencies among partitions / vectors: Cramer’s V,

Spearman rank correlation coefficient, Pearson correlation coefficient,

Rajski coefficient;

• extractingsubnetwork;

• shrinkingclusters in network (generalized blockmodeling);

• reordering: topological ordering, Richards’s numbering, Murtagh’s

seriation and clumping algorithms, depth/breadth first search;

Analyse des Donńees Relationnelles – EHESS-INED, Paris, November 20, 2003 ▲ ▲ ❙ ▲ ● ▲ ❙ ▲▲ ☛ ✖



V. Batagelj, A. Mrvar: Developing Pajek – Exploratory analysis of networks 11'

&

$

%

Special algorithms

• islands:

• citation weights:

• cores and generalized cores:

• pattern searching:

• triads:

• triangular connectivities:

• generating large random networks;

• 2-mode networksnormalizations;

• generalized blockmodeling;
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Algorithms for small networks

Pajek contains also some data analysis procedures which have higher

order time complexities and can be therefore used only on smaller networks,

or selected parts of large networks: hierarchical clustering, generalized

blockmodeling, partitioning signed graphs, TSP (Traveling Salesman

Problem), computing geodesics matrices, etc.

The procedures are available through the main window menus. Frequently

used sequences of operations can be defined asmacros. This allows also

the adaptations ofPajek to groups of users from different areas (social

networks, chemistry, genealogy, computer science, mathematics. . . ) for

specific tasks.
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Layout Algorithms and Layout Features

Special emphasis is given inPajek to automatic generation of network

layouts. Several standard algorithms for automatic graph drawing are im-

plemented:spring embedders(Kamada-Kawai and Fruchterman-Reingold),

layouts determined byeigenvectors(Lanczos algorithm), drawing inlayers

(genealogies and other acyclic structures),fish-eyeviews andblock(matrix)

representation.

These algorithms were modified and extended to enable additional options:

drawing with constraints (optimization of the selected part of the network,

fixing some vertices to predefined positions, using values of edges as

similarities or dissimilarities), drawing in 3D space.Pajek also provides

tools for manual editing of graph layout.
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. . . Layout Algorithms and Layout Features

Properties of vertices/edges (given as data or computed) can be represented

using colors, sizes and/or shapes of vertices/edges.

Pajek supports also drawing sequences of networks in its Draw window,

and exports sequences of networks in suitable formats that can be examined

with special 2D or 3D viewers (e.g., SVG and Mage). Pictures in SVG can

be further controled using support written in Javascript.
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Interfaces
Pajek supports also some non-native input formats:UCINET DL files;

Vegagraph files; chemicalMDLMOL and BS; and genealogicalGEDCOM.

The layouts can be exported in the following output graphic formats that

can be examined by special 2D and 3D viewers: Encapsulated PostScript

(EPS), Scalable Vector Graphics (SVG), VRML, MDLMOL / chime, and

Kinemages (Mage).

The main window menuTools provides export ofPajek ’s data to

statistical programR. In theTools menu, the user can prepare calls to

her/his favorite viewers and other tools. It is also possible to runPajek

(+macros) from other programs (R, Ucinet, and others).

Analyse des Donńees Relationnelles – EHESS-INED, Paris, November 20, 2003 ▲ ▲ ❙ ▲ ● ▲ ❙ ▲▲ ☛ ✖

http://www.analytictech.com/
http://vega.ijp.si/
http://www.mdli.com/
http://homepages.rootsweb.com/~pmcbride/gedcom/55gctoc.htm
http://www.cs.wisc.edu/~ghost/
http://www.adobe.com/svg/viewer/install/
http://ca.com/cosmo/
http://www.mdli.com/
http://kinemage.biochem.duke.edu/index.html
http://www.r-project.org/


V. Batagelj, A. Mrvar: Developing Pajek – Exploratory analysis of networks 16'

&

$

%

Applications
There exist several sources of large networks that are already in machine-

readable form.Pajek provides tools for analysis and visualization of such

networks and is applied by researchers in different areas:social network

analysis, chemistry (organic molecule),biomedical/genomicsresearch,

genealogies, Internetnetworks,collaborationnetworks, diffusion networks

(AIDS, news),analysis of texts, data-mining(2-mode networks), etc.

Although it was developed primarily for analysis of large networks it is

often used also for, especially visualization of, small networks.

Pajek is also used at several universities as a support in courses on network

analysis. Together with Wouter de Nooy from University of Rotterdam we

wrote a course bookExploratory Social Network Analysis WithPajek .
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http://les.man.ac.uk/cric/socialnetwork/default.htm
http://www.mshri.on.ca/tyers/pdfs/proteome.pdf
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Selected problems and algorithms
To support the design goals we implemented several algorithms known

from the literature, but for some tasks new, efficient algorithms, suitable to

deal with large networks, had to be developed. In the following we present

some of our contributions in this direction.
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Cuts
The line-cut in networkN = (V,L,w), w : L → IR at selected levelt is a
subnetworkN(t) = (V (L′), L′, w) induced by the set of lines

L′ = {e ∈ L : w(e) ≥ t}

whereV (L′) is the set of all endvertices of the lines fromL′.

Thevertex-cutin networkN = (V,L, p), p : V → IR at selected levelt is a
subnetworkN(t) = (V ′, L(V ′), p), induced by the set

V ′ = {v ∈ V : p(v) ≥ t}

whereL(V ′) is the set of lines fromL that have both endvertices inV ′.

To obtain interesting themes we consider only components of size at least
k.

The values of thresholdst andk are determined by inspecting the distribu-
tion of weights/values and the distribution of component sizes.
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Islands (with M. Zaveršnik)

t

t’

A set of verticesC ⊆ V is a vertex islandin

network N = (V, L, p), p : V → IR iff it

induces a connected subgraph and the vertices

from the island are ’higher’ than the neighbor-

ing vertices

max
u∈N(C)

p(u) < min
v∈c

p(v)

A set of verticesC ⊆ V is a line islandin networkN = (V, L, w), w : L → IR iff

it induces a connected subgraph and the lines inside the island are ’stronger related’

among them than with the neighboring vertices – inN there exists a spanning tree

T overC such that

max
(u,v)∈L,u/∈C,v∈C

w(u, v) < min
(u,v)∈T

w(u, v)
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. . . islands

We can also definesimpleislands with a single ’peak’.

Usually we are interested only in networks of size betweenk andK.

Island, also those with restricted sizesk..K, determine hierarhies overV .

There exist efficient algorithms to determine the islands.
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Example – US patents

As an example, let us look atNbernetwork ofUS Patents. It has 3774768

vertices and 16522438 arcs (1 loop). We computed SPC weights in it and

determined all (2,90)-islands. The reduced network has 470137 vertices,

307472 arcs and for differentk: C2 =187610,C5 =8859,C30 =101,

C50 =30 islands.Rolex
[1] 0 139793 29670 9288 3966 1827 997 578 362 250

[11] 190 125 104 71 47 37 36 33 21 23
[21] 17 16 8 7 13 10 10 5 5 5
[31] 12 3 7 3 3 3 2 6 6 2
[41] 1 3 4 1 5 2 1 1 1 1
[51] 2 3 3 2 0 0 0 0 0 1
[61] 0 0 0 0 1 0 0 2 0 0
[71] 0 0 1 1 0 0 0 1 0 0
[81] 2 0 0 0 0 1 2 0 0 7
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Island size distribution
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Main path and main island of Patents
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Liquid crystal display
Table 1: Patents on the liquid-crystal display

patent date author(s) and title
2544659 Mar 13, 1951 Dreyer. Dichroic light-polarizing sheet and the like and the

formation and use thereof
2682562 Jun 29, 1954 Wender, et al. Reduction of aromatic carbinols
3322485 May 30, 1967 Williams. Electro-optical elements utilazing an organic

nematic compound
3636168 Jan 18, 1972 Josephson. Preparation of polynuclear aromatic compounds
3666948 May 30, 1972 Mechlowitz, et al. Liquid crystal termal imaging system

having an undisturbed image on a disturbed background
3675987 Jul 11, 1972 Rafuse. Liquid crystal compositions and devices
3691755 Sep 19, 1972 Girard. Clock with digital display
3697150 Oct 10, 1972 Wysochi. Electro-optic systems in which an electrophoretic-

like or dipolar material is dispersed throughout a liquid
crystal to reduce the turn-off time

3731986 May 8, 1973 Fergason. Display devices utilizing liquid crystal light
modulation

3767289 Oct 23, 1973 Aviram, et al. Class of stable trans-stilbene compounds,
some displaying nematic mesophases at or near room
temperature and others in a range up to 100◦C

3773747 Nov 20, 1973 Steinstrasser. Substituted azoxy benzene compounds
3795436 Mar 5, 1974 Boller, et al. Nematogenic material which exhibit the Kerr

effect at isotropic temperatures
3796479 Mar 12, 1974 Helfrich, et al. Electro-optical light-modulation cell

utilizing a nematogenic material which exhibits the Kerr
effect at isotropic temperatures

3872140 Mar 18, 1975 Klanderman, et al. Liquid crystalline compositions and
method

3876286 Apr 8, 1975 Deutscher, et al. Use of nematic liquid crystalline substances
3881806 May 6, 1975 Suzuki. Electro-optical display device
3891307 Jun 24, 1975 Tsukamoto, et al. Phase control of the voltages applied to

opposite electrodes for a cholesteric to nematic phase
transition display

3947375 Mar 30, 1976 Gray, et al. Liquid crystal materials and devices
3954653 May 4, 1976 Yamazaki. Liquid crystal composition having high dielectric

anisotropy and display device incorporating same
3960752 Jun 1, 1976 Klanderman, et al. Liquid crystal compositions
3975286 Aug 17, 1976 Oh. Low voltage actuated field effect liquid crystals

compositions and method of synthesis
4000084 Dec 28, 1976 Hsieh, et al. Liquid crystal mixtures for electro-optical

display devices
4011173 Mar 8, 1977 Steinstrasser. Modified nematic mixtures with

positive dielectric anisotropy
4013582 Mar 22, 1977 Gavrilovic. Liquid crystal compounds and electro-optic

devices incorporating them
4017416 Apr 12, 1977 Inukai, et al. P-cyanophenyl 4-alkyl-4’-biphenylcarboxylate,

method for preparing same and liquid crystal compositions
using same

4029595 Jun 14, 1977 Ross, et al. Novel liquid crystal compounds and electro-optic
devices incorporating them

4032470 Jun 28, 1977 Bloom, et al. Electro-optic device
4077260 Mar 7, 1978 Gray, et al. Optically active cyano-biphenyl compounds and

liquid crystal materials containing them
4082428 Apr 4, 1978 Hsu. Liquid crystal composition and method

Table 2: Patents on the liquid-crystal display

patent date author(s) and title
4083797 Apr 11, 1978 Oh. Nematic liquid crystal compositions
4113647 Sep 12, 1978 Coates, et al. Liquid crystalline materials
4118335 Oct 3, 1978 Krause, et al. Liquid crystalline materials of reduced viscosity
4130502 Dec 19, 1978 Eidenschink, et al. Liquid crystalline cyclohexane derivatives
4149413 Apr 17, 1979 Gray, et al. Optically active liquid crystal mixtures and

liquid crystal devices containing them
4154697 May 15, 1979 Eidenschink, et al. Liquid crystalline hexahydroterphenyl

derivatives
4195916 Apr 1, 1980 Coates, et al. Liquid crystal compounds
4198130 Apr 15, 1980 Boller, et al. Liquid crystal mixtures
4202791 May 13, 1980 Sato, et al. Nematic liquid crystalline materials
4229315 Oct 21, 1980 Krause, et al. Liquid crystalline cyclohexane derivatives
4261652 Apr 14, 1981 Gray, et al. Liquid crystal compounds and materials and

devices containing them
4290905 Sep 22, 1981 Kanbe. Ester compound
4293434 Oct 6, 1981 Deutscher, et al. Liquid crystal compounds
4302352 Nov 24, 1981 Eidenschink, et al. Fluorophenylcyclohexanes, the preparation

thereof and their use as components of liquid crystal dielectrics
4330426 May 18, 1982 Eidenschink, et al. Cyclohexylbiphenyls, their preparation and

use in dielectrics and electrooptical display elements
4340498 Jul 20, 1982 Sugimori. Halogenated ester derivatives
4349452 Sep 14, 1982 Osman, et al. Cyclohexylcyclohexanoates
4357078 Nov 2, 1982 Carr, et al. Liquid crystal compounds containing an alicyclic

ring and exhibiting a low dielectric anisotropy and liquid
crystal materials and devices incorporating such compounds

4361494 Nov 30, 1982 Osman, et al. Anisotropic cyclohexyl cyclohexylmethyl ethers
4368135 Jan 11, 1983 Osman. Anisotropic compounds with negative or positive

DC-anisotropy and low optical anisotropy
4386007 May 31, 1983 Krause, et al. Liquid crystalline naphthalene derivatives
4387038 Jun 7, 1983 Fukui, et al. 4-(Trans-4’-alkylcyclohexyl) benzoic acid

4’”-cyano-4”-biphenylyl esters
4387039 Jun 7, 1983 Sugimori, et al. Trans-4-(trans-4’-alkylcyclohexyl)-cyclohexane

carboxylic acid 4’”-cyanobiphenyl ester
4400293 Aug 23, 1983 Romer, et al. Liquid crystalline cyclohexylphenyl derivatives
4415470 Nov 15, 1983 Eidenschink, et al. Liquid crystalline fluorine-containing

cyclohexylbiphenyls and dielectrics and electro-optical display
elements based thereon

4419263 Dec 6, 1983 Praefcke, et al. Liquid crystalline cyclohexylcarbonitrile
derivatives

4422951 Dec 27, 1983 Sugimori, et al. Liquid crystal benzene derivatives
4455443 Jun 19, 1984 Takatsu, et al. Nematic halogen Compound
4456712 Jun 26, 1984 Christie, et al. Bismaleimide triazine composition
4460770 Jul 17, 1984 Petrzilka, et al. Liquid crystal mixture
4472293 Sep 18, 1984 Sugimori, et al. High temperature liquid crystal substances of

four rings and liquid crystal compositions containing the same
4472592 Sep 18, 1984 Takatsu, et al. Nematic liquid crystalline compounds
4480117 Oct 30, 1984 Takatsu, et al. Nematic liquid crystalline compounds
4502974 Mar 5, 1985 Sugimori, et al. High temperature liquid-crystalline ester

compounds
4510069 Apr 9, 1985 Eidenschink, et al. Cyclohexane derivatives

Table 3: Patents on the liquid-crystal display

patent date author(s) and title
4514044 Apr 30, 1985 Gunjima, et al. 1-(Trans-4-alkylcyclohexyl)-2-(trans-4’-(p-sub

stituted phenyl) cyclohexyl)ethane and liquid crystal mixture
4526704 Jul 2, 1985 Petrzilka, et al. Multiring liquid crystal esters
4550981 Nov 5, 1985 Petrzilka, et al. Liquid crystalline esters and mixtures
4558151 Dec 10, 1985 Takatsu, et al. Nematic liquid crystalline compounds
4583826 Apr 22, 1986 Petrzilka, et al. Phenylethanes
4621901 Nov 11, 1986 Petrzilka, et al. Novel liquid crystal mixtures
4630896 Dec 23, 1986 Petrzilka, et al. Benzonitriles
4657695 Apr 14, 1987 Saito, et al. Substituted pyridazines
4659502 Apr 21, 1987 Fearon, et al. Ethane derivatives
4695131 Sep 22, 1987 Balkwill, et al. Disubstituted ethanes and their use in liquid

crystal materials and devices
4704227 Nov 3, 1987 Krause, et al. Liquid crystal compounds
4709030 Nov 24, 1987 Petrzilka, et al. Novel liquid crystal mixtures
4710315 Dec 1, 1987 Schad, et al. Anisotropic compounds and liquid crystal

mixtures therewith
4713197 Dec 15, 1987 Eidenschink, et al. Nitrogen-containing heterocyclic compounds
4719032 Jan 12, 1988 Wachtler, et al. Cyclohexane derivatives
4721367 Jan 26, 1988 Yoshinaga, et al. Liquid crystal device
4752414 Jun 21, 1988 Eidenschink, et al. Nitrogen-containing heterocyclic compounds
4770503 Sep 13, 1988 Buchecker, et al. Liquid crystalline compounds
4795579 Jan 3, 1989 Vauchier, et al. 2,2’-difluoro-4-alkoxy-4’-hydroxydiphenyls and

their derivatives, their production process and
their use in liquid crystal display devices

4797228 Jan 10, 1989 Goto, et al. Cyclohexane derivative and liquid crystal
composition containing same

4820839 Apr 11, 1989 Krause, et al. Nitrogen-containing heterocyclic esters
4832462 May 23, 1989 Clark, et al. Liquid crystal devices
4877547 Oct 31, 1989 Weber, et al. Liquid crystal display element
4957349 Sep 18, 1990 Clerc, et al. Active matrix screen for the color display of

television pictures, control system and process for producing
said screen

5016988 May 21, 1991 Iimura. Liquid crystal display device with a birefringent
compensator

5016989 May 21, 1991 Okada. Liquid crystal element with improved contrast and
brightness

5122295 Jun 16, 1992 Weber, et al. Matrix liquid crystal display
5124824 Jun 23, 1992 Kozaki, et al. Liquid crystal display device comprising a

retardation compensation layer having a maximum principal
refractive index in the thickness direction

5171469 Dec 15, 1992 Hittich, et al. Liquid-crystal matrix display
5283677 Feb 1, 1994 Sagawa, et al. Liquid crystal display with ground regions

between terminal groups
5308538 May 3, 1994 Weber, et al. Supertwist liquid-crystal display
5374374 Dec 20, 1994 Weber, et al. Supertwist liquid-crystal display
5543077 Aug 6, 1996 Rieger, et al. Nematic liquid-crystal composition
5555116 Sep 10, 1996 Ishikawa, et al. Liquid crystal display having adjacent

electrode terminals set equal in length
5683624 Nov 4, 1997 Sekiguchi, et al. Liquid crystal composition
5855814 Jan 5, 1999 Matsui, et al. Liquid crystal compositions and liquid crystal

display elements
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Citation networks

The citation network analysis

started in 1964 with the paper of

Garfield et al. In 1989 Hummon

and Doreianproposed three indices

– weights of arcs that provide us

with automatic way to identify

the (most) important part of the

citation network. For two of these

indices we developed algorithms to

efficiently compute them.
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. . . Citation networks

In a given set of units/verticesU (articles, books, works, etc.) we introduce

aciting relation/set of arcsR ⊆ U×U

uRv ≡ v citesu

which determines acitation networkN = (U, R).

A citing relation is usuallyirreflexive(no loops) and (almost)acyclic. We

shall assume that it has these two properties. Since in real-life citation

networks the strong components are small (usually 2 or 3 vertices) we

can transform such network into an acyclic network by shrinking strong

components and deleting loops. Other approaches exist. It is also useful to

transform a citation network to itsstandardizedform by adding a common

sourcevertexs /∈ U and a commonsink vertext /∈ U. The sources is

linked by an arc to all minimal elements ofR; and all maximal elements of

R are linked to the sinkt. We add also the ‘feedback’ arc(t, s).
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Search path count method

The search path count (SPC)

method is based on countersn(u, v)
that count the number of differ-

ent paths froms to t through the

arc (u, v). To computen(u, v) we

introduce two auxiliary quantities:

n−(v) counts the number of differ-

ent paths froms to v, and n+(v)
counts the number of different paths

from v to t.
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Fast algorithm for SPC

It follows by basic principles of combinatorics that

n(u, v) = n−(u) · n+(v), (u, v) ∈ R

where

n−(u) =
{

1 u = s∑
v:vRu n−(v) otherwise

and

n+(u) =
{

1 u = t∑
v:uRv n+(v) otherwise

This is the basis of an efficient algorithm for computingn(u, v) – after the

topological sort of the graph we can compute, using the above relations

in topological order, the weights in time of orderO(m), m = |R|. The

topological order ensures that all the quantities in the right sides of the

above equalities are already computed when needed.
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Hummon and Doreian indices and SPC

The Hummon and Doreian indices are defined as follows:

• search path link count(SPLC) method:wl(u, v) equals the number

of “all possible search paths through the network emanating from an

origin node” through the arc(u, v) ∈ R.

• search path node pair(SPNP) method:wp(u, v) “accounts for all

connected vertex pairs along the paths through the arc(u, v) ∈ R”.

We get the SPLC weights by applying the SPC method on the network

obtained from a given standardized network by linking the sources by an

arc to each nonminimal vertex fromU; and the SPNP weights by applying

the SPC method on the network obtained from the SPLC network by

additionally linking by an arc each nonmaximal vertex fromU to the sinkt.
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Properties of SPC weights

The values of countersn(u, v) form a flow in the citation network – the

Kirchoff ’s vertex lawholds: For every vertexu in a standardized citation

networkincoming flow= outgoing flow:∑
v:vRu

n(v, u) =
∑

v:uRv

n(u, v) = n−(u) · n+(u)

The weightn(t, s) equals to the total flow through network and provides a

natural normalization of weights

w(u, v) =
n(u, v)
n(t, s)

⇒ 0 ≤ w(u, v) ≤ 1

and ifC is a minimal arc-cut-set
∑

(u,v)∈C w(u, v) = 1.

In large networks the values of weights can grow very large. This should be

considered in the implementation of the algorithms.
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SOM main subnetwork

Consider citation network (n = 4470, m = 12731) on SOM (self-

organizing maps) literature.

Inspecting the distribution of values of weights on arcs (lines) we select

a threshold 0.007 and delete all arcs with weights lower than selected

threshold. We delete also all isolated vertices (degree= 0) and small

(k = 5) components. A single component remains. We draw it. We

improve the obtained layout manually.

We label only the ’important’ vertices – endpoints of arcs with weight at

least 0.05.

From the picture we see that there isn’t a single stream in the development

of SOM field.
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SOM arc-cut subnetwork at level 0.007

PFAFFELHUBER-E-1975-V18-P217

POGGIO-T-1975-V19-P201

KOHONEN-T-1976-V21-P85

KOHONEN-T-1976-V22-P159

AMARI-SI-1977-V26-P175

KOHONEN-T-1977-V2-P1065

ANDERSON-JA-1977-V84-P413

WOOD-CC-1978-V85-P582

COOPER-LN-1979-V33-P9

PALM-G-1980-V36-P19

AMARI-S-1980-V42-P339SUTTON-RS-1981-V88-P135

KOHONEN-T-1982-V43-P59

BIENENSTOCK-EL-1982-V2-P32

HOPFIELD-JJ-1982-V79-P2554

ANDERSON-JA-1983-V13-P799

KNAPP-AG-1984-V10-P616

MCCLELLAND-JL-1985-V114-P159

HECHTNIELSEN-R-1987-V26-P1892

HECHTNIELSEN-R-1987-V26-P4979

GROSSBERG-S-1987-V11-P23

CARPENTER-GA-1987-V37-P54

GROSSBERG-S-1988-V1-P17

HECHTNIELSEN-R-1988-V1-P131SEJNOWSKI-TJ-1988-V241-P1299

BROWN-TH-1988-V242-P724

BROWN-TH-1990-V13-P475

KOHONEN-T-1990-V78-P1464

TREVES-A-1991-V2-P371

HASSELMO-ME-1993-V16-P218

BARKAI-E-1994-V72-P659

HASSELMO-ME-1994-V14-P3898

HASSELMO-ME-1994-V7-P13

HASSELMO-ME-1995-V67-P1

HASSELMO-ME-1995-V15-P5249

GLUCK-MA-1997-V48-P481

ASHBY-FG-1999-V6-P363

Pajek
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Cores and generalized cores (with M. Zaveřsnik)
The notion of core was introduced

by Seidman in 1983. LetG =
(V,E) be a graph. A subgraphH =
(W,E|W ) induced by the setW is

a k-core or a core of orderk iff

∀v ∈ W : degH(v) ≥ k, andH is

a maximal subgraph with this prop-

erty. The core of maximum order is

also called themaincore.
The core numberof vertexv is the highest order of a core that contains

this vertex. The degreedeg(v) can be: in-degree, out-degree, in-degree+
out-degree, etc., determining different types of cores.
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Properties of cores

From the figure, representing 0, 1, 2 and 3 core, we can see the following

properties of cores:

• The cores are nested:i < j =⇒ Hj ⊆ Hi

• Cores are not necessarily connected subgraphs.

Our algorithm for determining the cores hierarchy is based on the following

property:

If from a given graphG = (V,E) we recursively delete all

vertices, and edges incident with them, of degree less thank, the

remaining graph is thek-core.
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Core Numbers Algorithm
Input : GraphG = (V, E) represented by lists of neighbors

Output : Tablecore[V ] with core number for each vertex

Compute thedegrees of vertices

Order the set of verticesV in increasing order of their degrees

for eachv ∈ V in the orderdo

Setcore[v] = degree[v]

for eachu ∈ adj(v) do

if degree[u] > degree[v] then

Setdegree[u] = degree[u]− 1

ReorderV accordingly

end

end

end
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. . . Core Numbers Algorithm

In the refinements of the algorithm we have to provide efficient implemen-

tations of sorting thedegrees and their reordering. Since the values of

degrees are in the range0..n− 1 we can order them inO(n) using a variant

of bin sort; and the update of the ordering can be done in a constant time.

The cores, because they can be determined very efficiently, are one among

few concepts that provide us with meaningful decompositions of large

networks. We expect that different approaches to the analysis of large

networks can be built on this basis. For example: we get the following

bound on the chromatic number of a given graphG

χ(G) ≤ 1 + core(G)

Cores can also be used to localize the search for interesting subnetworks in

large networks since: if it exists, ak-component is contained in ak-core;

and ak-clique is contained in ak-core.
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Generalized cores

The notion of core can be generalized to networks. LetN = (V,E, w) be

a network, whereG = (V,E) is a graph andw : E → IR is a function

assigning values to edges. Avertex property functiononN, or ap-function

for short, is a functionp(v, U), v ∈ V , U ⊆ V with real values. Let

adjU (v) = adj(v) ∩ U . Besides degrees, here are some examples of

p-functions:

pS(v, U) =
∑

u∈adjU (v)

w(v, u), wherew : E → IR+
0

pM (v, U) = max
u∈adjU (v)

w(v, u), wherew : E → IR

pk(v, U) = number of cycles of lengthk through vertexv in (U,E|U)

The subgraphH = (C,E|C) induced by the setC ⊆ V is ap-core at level

t ∈ IR iff ∀v ∈ C : t ≤ p(v, C) andC is a maximal such set.
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Generalized cores algorithm

The functionp is monotoneiff it has the property

C1 ⊂ C2 ⇒ ∀v ∈ V : (p(v, C1) ≤ p(v, C2))

The degrees and the functionspS , pM andpk are monotone. For a monotone

function thep-core at levelt can be determined, as in the ordinary case, by

successively deleting vertices with value ofp lower thant; and the cores on

different levels are nested

t1 < t2 ⇒ Ht2 ⊆ Ht1

Thep-function islocal iff p(v, U) = p(v, adjU (v)) .

The degrees,pS andpM are local; butpk is not local fork ≥ 4. For a local

p-function anO(m max(∆, log n)) algorithm for determining thep-core

levels exists, assuming thatp(v, adjC(v)) can be computed inO(degC(v)).
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pS-core at level 46 of Geombib network

L.Guibas

M.Sharir

M.vanKreveld

B.Chazelle

J.Snoeyink

A.Garg

D.Dobkin

F.Preparata

J.Hershberger

C.Yap

J.Boissonnat

O.Schwarzkopf

J.Mitchell

M.Overmars

P.Gupta

R.Pollack

D.Eppstein

M.Goodrich

M.Bern

P.Agarwal

I.Tollis

H.Edelsbrunner

E.Arkin

R.Janardan

M.deBerg

D.Halperin

L.Vismara

M.Smid

G.Toussaint

M.Yvinec

M.Teillaud

S.Suri

R.Klein

E.Welzl

G.Liotta

J.Pach

P.Bose

J.Schwerdt

J.Majhi

J.Czyzowicz

R.Tamassia

B.AronovR.Seidel

J.Urrutia

J.Vitter

J.Matousek

C.Icking

J.O’Rourke

O.Devillers

G.diBattista
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Triangular and short cycle connectivities
(with M. Zaver šnik)

In this subsection we present an extension of notion of connectivity to
connectivity by chains of triangles.

Undirected graphs

We call atrianglea subgraph isomorphic toK3. A subgraphH = (V ′, E′)
of G = (V,E) is triangular if each its vertex and each its edge belongs to
at least one triangle inH.

A sequence(T1, T2, . . . , Ts) of triangles ofG (vertex) triangularly connects

verticesu, v ∈ V iff u ∈ T1 andv ∈ Ts or u ∈ Ts andv ∈ T1 and
V (Ti−1) ∩ V (Ti) 6= ∅, i = 2, . . . s. Such sequence is called atriangular

chain. It edge triangularly connectsverticesu, v ∈ V iff a stronger version
of the second condition holdsE(Ti−1) ∩ E(Ti) 6= ∅, i = 2, . . . s.
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Vertex and edge triangular connectivity

A pair of verticesu, v ∈ V is (vertex) triangularly connectediff u = v,

or there exists a chain that triangularly connectsu andv. Triangular

connectivity is an equivalence relation on the set of verticesV ; and non-

trivial triangular connectivity components are exactly maximal connected

triangular subgraphs.

A pair of verticesu, v ∈ V is edge triangularly connectediff u = v, or

there exists a chain that edge triangularly connectsu andv. Edge triangular

connectivity components determine an equivalence relation on the set of

edgesE. Each nontriangular edge is in its own component.
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Triangular network

Let G be a simple undirected graph. Atriangular

networkNT (G) = (V,ET , w) determined byG is

a subgraphGT = (V,ET ) of G which set of edges

ET consists of all triangular edges ofE(G). Fore ∈
ET the weightw(e) equals to the number of different

triangles inG to whiche belongs.

A procedure for determiningET andw(e), e ∈ ET simply collects all

edges withw(e) = |adj(u) ∩ adj(v)| > 0, e = {u, v} ∈ E. If the sets of

neighborsadj(v) are ordered we can use merging to computew(e) faster.

Nontrivial triangular connectivity components are exactly the components

of GT .

Triangular networks can be used to efficiently identify dense clique-like

parts of a graph. If an edgee belongs to ak-clique inG thenw(e) ≥ k− 2.
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Edge-cut at level 16 of triangular network of Erdős
collaboration graph

AJTAI, MIKLOS

ALAVI, YOUSEF

ALON, NOGA

ARONOV, BORIS

BABAI, LASZLO

BOLLOBAS, BELA

CHARTRAND, GARY

CHEN, GUANTAO

CHUNG, FAN RONG K.

COLBOURN, CHARLES J.
FAUDREE, RALPH J.

FRANKL, PETER

FUREDI, ZOLTAN
GODDARD, WAYNE D.

GRAHAM, RONALD L.

GYARFAS, ANDRAS

HARARY, FRANK

HEDETNIEMI, STEPHEN T.

HENNING, MICHAEL A.

JACOBSON, MICHAEL S.

KLEITMAN, DANIEL J.

KOMLOS, JANOS

KUBICKI, GRZEGORZ

LASKAR, RENU C.

LEHEL, JENO

LINIAL, NATHAN

LOVASZ, LASZLO

MAGIDOR, MENACHEMMCKAY, BRENDAN D.

MULLIN, RONALD C.

NESETRIL, JAROSLAV

OELLERMANN, ORTRUD R.

PACH, JANOS

PHELPS, KEVIN T.

POLLACK, RICHARD M.

RODL, VOJTECH
ROSA, ALEXANDER

SAKS, MICHAEL E.

SCHELP, RICHARD H.

SCHWENK, ALLEN JOHN

SHELAH, SAHARON

SPENCER, JOEL H.

STINSON, DOUGLAS ROBERT

SZEMEREDI, ENDRE

TUZA, ZSOLT

WORMALD, NICHOLAS C.

without Erd̋os,

n = 6926,

m = 11343
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Directed graphs

If the graphG is mixed we replace edges with pairs of opposite arcs. In the

following let G = (V,A) be a simple directed graph without loops. For a

selected arc(u, v) ∈ A there are four different types of directed triangles:

cyclic, transitive,input andoutput.

cyc tra in out

For each type we get the corresponding triangular networkNcyc, Ntra,

Nin andNout.
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Cyclic triangular connectivity

A subgraphH = (V ′, A′) of G is cyclic triangular if each its vertex and
each its arc belongs to at least one cyclic triangle inH. A connected cyclic
triangular subgraph is also strongly connected.

A sequence(T1, T2, . . . , Ts) of cyclic triangles ofG (vertex) cyclic

triangularly connectsvertexu ∈ V to vertexv ∈ V iff u ∈ T1 andv ∈ Ts

or u ∈ Ts andv ∈ T1 andV (Ti−1)∩V (Ti) 6= ∅, i = 2, . . . s; such sequence
is called acyclic triangular chain. It arc cyclic triangularly connectsvertex
u to vertexv iff A(Ti−1) ∩ A(Ti) 6= ∅, i = 2, . . . s holds; such sequence is
called anarc cyclic triangular chain.

Again, we can introduce two types of cyclic triangular connectivity:

A pair of verticesu, v ∈ V is (vertex) cyclic triangularly connectediff
u = v, or there exists a cyclic triangular chain that connectsu to v.

A pair of verticesu, v ∈ V is arc cyclic triangularly connectediff u = v,
or there exists an arc cyclic triangular chain that connectsu to v.
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. . . and transitive reachability

Cyclic triangular connectivity is an equivalence relation on the set of

verticesV ; and the arc cyclic triangular connectivity components determine

an equivalence relation on the set of arcsA.

There exists also a parallel to unilateral connectivity. The vertexv ∈ V

is transitively triangularly reachablefrom the vertexu ∈ V iff u = v, or

there exists a walk fromu to v in which each arc is transitive – is a base of

some transitive triangle.

Transitive arcs are essentially reinforced arcs. If we remove from a graph

G = (V,A) a transitive arc the reachability relation inV does not change.

These notions can be generalized to short cycle connectivity (seepaper).
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Edge-cut at level 11 of transitive network of ODLIS
dictionary graph

abstract

American Library Association /ALA/

American Library Directory

bibliographic record

bibliography

binding

blanket order

book

book size

Books in Print /BIP/

call number

catalog

charge

collation
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condition

copyright

cover

dummy

dust jacket

edition

editor

endpaper

entry

fiction

fixed location

folio

frequency

front matter

half-title

homepage

imprint

index

International Standard Book Number /ISBN/

invoice

issue

journal layout

librarian

library

library binding

Library Literature

new book

Oak Knoll

page

parts of a book

periodical

plate

printing

publication

published price

publisher

publishing

review

round table

serial

series

suggestion box

table of contents /TOC/
text

title

title page

transaction log

vendor

work

Pajek
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Pattern searching
If a selectedpatterndetermined by a given graph does not occur frequently

in a sparse network the straightforward backtracking algorithm applied for

pattern searching finds all appearences of the pattern very fast even in the

case of very large networks.

To speed up the search or to consider some additional properties of the

pattern, a user can set some additional options:

• vertices in network should match with vertices in pattern in some

nominal, ordinal or numerical property (for example, type of atom in

molecula);

• values of edges must match (for example, edges representing

male/female links in the case ofp-graphs);

• the first vertex in the pattern can be selected only from a given subset

of vertices in the network.
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Marriages among relatives in Ragusa

Pattern searching was successfully applied to searching for patterns of

atoms in molecula (carbon rings) and searching for relinking marriages in

genealogies.

Damianus/Georgio/
Legnussa/Babalio/

Marin/Gondola/
Magdalena/Grede/

Nicolinus/Gondola/
Franussa/Bona/

Marinus/Bona/
Phylippa/Mence/

Sarachin/Bona/
Nicoletta/Gondola/

Marinus/Zrieva/
Maria/Ragnina/

Lorenzo/Ragnina/
Slavussa/Mence/

Junius/Zrieva/
Margarita/Bona/

Junius/Georgio/
Anucla/Zrieva/

Michael/Zrieva/
Francischa/Georgio/

Nicola/Ragnina/
Nicoleta/Zrieva/

Figure presents three connected relinking

marriages which are non-blood marriages

found in the genealogy of ragusan noble

families. The genealogy is represented as

a p-graph. A solid arc indicates theis

a son of relation, and a dotted arc indi-

cates the is a daughter of relation. In

all three patterns a brother and a sister from

one family found their partners in the same

other family.
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Triads

 

  

1 - 003

 

  

2 - 012

 

  

3 - 102

 

  

4 - 021D

 

  

5 - 021U

 

  

6 - 021C

 

  

7 - 111D

 

  

8 - 111U

 

  

9 - 030T

 

  

10 - 030C

 

  

11 - 201

 

  

12 - 120D

 

  

13 - 120U

 

  

14 - 120C

 

  

15 - 210

 

  

16 - 300

Let G = (V, R) be a simple di-

rected graph without loops. Atriad

is a subgraph induced by a given set

of three vertices.

There are 16 nonisomorphic (types

of) triads. They can be partitioned

into three basic types:

• thenull triad 003;

• dyadictriads 012 and 102; and

• connectedtriads: 111D, 201,

210, 300, 021D, 111U, 120D,

021U, 030T, 120U, 021C,

030C and 120C.
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Triadic spectrum

Several properties of a graph can be expressed in terms of itstriadic

spectrum– distribution of all its triads. It also provides ingredients forp∗

network models. A direct approach to determine the triadic spectrum is of

orderO(n3); but in most large graphs it can be determined much faster.

Thealgorithmis based on the folllowing observation:in a large and sparse

graph most triads are null triads. Let T1, T2, T3 be the number of null,

dyadic and connected triads. Since the total number of triads isT =
(
n
3

)
and the above types partition the set of all triads, the idea of the algorithm

is as follows:

• count all dyadicT2 and all connectedT3 triads with their subtypes;

• compute the number of null triadsT1 = T − T2 − T3.

Analyse des Donńees Relationnelles – EHESS-INED, Paris, November 20, 2003 ▲ ▲ ❙ ▲ ● ▲ ❙ ▲▲ ☛ ✖
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. . . Triadic spectrum

In the algorithm we have to assure that every non-null triad is counted

exactly once while scanning the set of arcs. A set of three vertices{v, u, w}
can be in general selected in 6 different ways(v, u, w), (v, w, u), (u, v, w),
(u, w, v), (w, v, u), (w, u, v). We solve the isomorphism problem by

introducing thecanonicalselection that contributes to the triadic count; the

other, noncanonical selections need not to be considered in the counting

process.

The total complexity of the algorithm isO(∆̂m) and thus, for graphs with

small maximum degreê∆ << n, since2m ≤ n∆̂, of orderO(n).
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Network based data-mining and normalizations
A 2-mode networkor affiliation networkis a structureN = (U, V,A, w),
whereU andV are disjoint sets of vertices,A is the set of arcs with

the initial vertex in the setU and the terminal vertex in the setV , and

w : A → IR is a weight. If no weight is defined we can assume a constant

weightw(u, v) = 1 for all arcs(u, v) ∈ A. The setA can be viewed also as

a relationA ⊆ U × V .

A 2-mode network can be formally represented by rectangular matrix

A = [auv]U×V .

auv =
{

w(u, v) (u, v) ∈ A

0 otherwise
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Approaches to 2-mode network analysis

For direct analysis of 2-mode networks we can use eigen-vector approach,

clustering and blockmodeling.

But most often we transform a 2-mode network into an ordinary (1-mode)

networkN1 = (U,E1, w1) or/andN2 = (V,E2, w2), whereE1 andw1 are

determined by the matrixA(1) = AAT , a
(1)
uv =

∑
z∈V auz · aT

zv. Evidently

a
(1)
uv = a

(1)
vu . There is an edge{u, v} ∈ E1 in N1 iff N(u) ∩N(v) 6= ∅. Its

weight isw1(u, v) = a
(1)
uv .

The networkN2 is determined in a similar way by the matrixA(2) = AT A.

The networksN1 andN2 are analyzed using standard methods.
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Normalizations

The normalizationapproach was developed for quick inspection of (1-
mode) networks obtained from 2-mode networks – a kind of network based
data-mining.

In networks obtained from large 2-mode networks there are often huge
differences in weights. Therefore it is not possible to compare the vertices
according to the raw data. First we have to normalize the network to make
the weights comparable.

There exist several ways how to do this. Some of them are presented in the
following table. They can be used also on other networks.

In the case of networks without loops we define the diagonal weights for
undirected networks as the sum of out-diagonal elements in the row (or
column)wvv =

∑
u wvu and for directed networks as some mean value

of the row and column sum, for examplewvv = 1
2 (

∑
u wvu +

∑
u wuv).

Usually we assume that the network does not contain any isolated vertex.
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. . . Normalizations

Geouv =
wuv√

wuuwvv

Inputuv =
wuv

wvv

Minuv =
wuv

min(wuu, wvv)

MinDiruv =
{ wuv

wuu
wuu ≤ wvv

0 otherwise

GeoDeguv =
wuv√

degu degv

Outputuv =
wuv

wuu

Maxuv =
wuv

max(wuu, wvv)

MaxDiruv =
{ wuv

wvv
wuu ≤ wvv

0 otherwise

After a selected normalization the important parts of network are obtained

by edge-cutting the normalized network at selected levelt and preserving

components with at leastk vertices.

Analyse des Donńees Relationnelles – EHESS-INED, Paris, November 20, 2003 ▲ ▲ ❙ ▲ ● ▲ ❙ ▲▲ ☛ ✖



V. Batagelj, A. Mrvar: Developing Pajek – Exploratory analysis of networks 57'

&

$

%

GeoDeg normalization of Reuters terror news network
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Generalized blockmodeling
Pajek - shadow 0.00,1.00 Sep- 5-1998
World trade - alphabetic order
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In the figure theSnyder and Kick’s world trade networkis presented by its matrix: on the left

side the units (states) are ordered in the alphabetic order of their names; on the right side they

are ordered on the basis of clustering results. It is evident that a ‘proper’ ordering can reveal a

structure in the network.
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Clusters and blocks

On the networks of moderate size (up to some hundreds of units) such

orderings can be produced also using theblockmodelingmethods. Their

goal is to reduce a large, potentially incoherent network to a smaller

comprehensible structure that can be interpreted more readily.

One of the main procedural goals of blockmodeling is to identify, in a given

networkN = (U, R), R ⊆ U × U, clusters(classes) of units/ vertices

that share structural characteristics defined in terms ofR. The units within

a cluster have the same or similar connection patterns to other units. They

form aclusteringC = {C1, C2, . . . , Ck} which is apartition of the setU.

Each partition determines an equivalence relation (and vice versa).

A clusteringC partitions also the relationR into blocks R(Ci, Cj) =
R ∩ Ci × Cj . Each such block consists of units belonging to clustersCi

andCj and all arcs leading from clusterCi to clusterCj . If i = j, a block

R(Ci, Ci) is called adiagonalblock.
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Blockmodel

A blockmodelconsists of structures obtained by identifying all units from

the same cluster of the clusteringC. For an exact definition of a blockmodel

we have to be precise also about which blocks produce an arc in thereduced

graphand which do not, and of whattype.
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Block Types

In the figure some types of con-

nections of blocks are presented.

The reduced graph can be rep-

resented by relational matrix,

called alsoimage matrix.

Also, by reorderingof network

matrix so that the units from

each cluster of the optimal clus-

tering are located together we

obtain a matrix representation of

the network with visible struc-

ture.
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Blockmodeling as a clustering problem

How to determine an appropriate blockmodel? The blockmodeling can be

formulated as aclustering problem(Φ, P ) as follows:

Determine the clusteringC? ∈ Φ for which

P (C?) = min
C∈Φ

P (C)

Since the set of unitsU is finite, the set of feasible clusteringsΦ is also

finite. Therefore the setMin(Φ, P ) of all solutions of the problem (optimal

clusterings) is not empty. In theory, the setMin(Φ, P ) can be determined

by the complete search – but it turns out that most cases of the clustering

problem areNP hard. The blockmodeling problems are usually solved

using local optimization methods based on moving a unit from one cluster

to another or interchanging two units between two clusters.
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Blockmodeling criterion function

One of the possible ways of constructing a criterion function that directly
reflects the considered equivalence is to measure the fit of a clustering to
an ideal one with perfect relations within each cluster and between clusters
according to the considered equivalence.

Given a clusteringC = {C1, C2, . . . , Ck}, letB(Cu, Cv) denote the set of
all ideal blocks corresponding to blockR(Cu, Cv). Then the global error of
clusteringC can be expressed as

P (C) =
∑

Cu,Cv∈C

min
B∈B(Cu,Cv)

d(R(Cu, Cv), B)

where the termd(R(Cu, Cv), B) measures the difference (error) between
the blockR(Cu, Cv) and the ideal blockB. d is constructed on the basis of
characterizations of types of blocks. The functiond has to be compatible
with the selected type of equivalence. Determining the block error, we also
determine the type of the best fitting ideal block (the types are ordered).
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. . . criterion function

The criterion functionP (C) is sensitiveiff P (C) = 0 ⇔ C determines

an exact blockmodeling. For all presented block types sensitive criterion

functions can be constructed.

Once a clusteringC and types of blocks are determined, we can also

compute the values of connections by using averaging rules.
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A Symmetric Acyclic Blockmodel of Student Government

In the figure a symmetric acyclic

(edge connected inside clusters,

acyclic reduced graph) blockmodel

of Student Governmentat the Uni-

versity of Ljubljana is presented.

The obtained clustering in 4 clusters

is almost exact. The only error is

produced by the arc(a3, m5).
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In preparation

Generating large random networks
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Links
Web version of these slides

http://vlado.fmf.uni-lj.si/pub/networks/doc/seminar/paris03.pdf

Pajek home page

http://vlado.fmf.uni-lj.si/pub/networks/pajek/

Papers and slides aboutPajek

http://vlado.fmf.uni-lj.si/pub/networks/doc/

Pajek data sets

http://vlado.fmf.uni-lj.si/pub/networks/data/
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