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V. Batagelj: Clustering and blockmodeling

/Matrix rearrangement view on blockmodeling\
Snyder & Kick’s World trade network/ n = 118, m = 514

Pajek - shadow 0.00200 . Sep-51998  Pajek-shadowo0.00,2100 . Sep-5-1998
World trade - alphabeticorder . World Trade (Snyder and Kick, 1979; ) - cores
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\ Alphabetic order of countries (left) and rearrangement (right)j
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Ordering the matrix

There are several ways how to rearrange a given matrix — determine an
orderingor permutationof its rows and columns — to get some insight intp
Its structure:

e ordering by degree;
e ordering by connected components;

e ordering by core number, connected components inside core levels)and
degree;

e ordering according to a hierarchical clustering and some other property.

There exists also some special procedures to determine the ordering such as
seriation and clumping (Murtagh).

N /
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Blockmodeling as a clustering problem
a large, potentially incoherent network

ae
to a smaller comprehensible structure

that can be interpreted more readily.
Blockmodeling, as an empirical proce-
dure, is based on the idea that units in
a network can be grouped according to

The goal ofblockmodelings to reduce

the extent to which they are equivalent,
according to someneaningfuldefini-
tion of equivalence.

N

ISEG, Lisbon, Portugal: Introductory Workshop to Network Analysis of Texts 4> 4o P ® |:| |:|




V. Batagelj: Clustering and blockmodeling

4 N

Cluster, clustering, blocks

One of the main procedural goals of blockmodeling is to identify, in a giv
networkIN = (U, R), R C U x U, clusters(classes) of units that share
structural characteristics defined in termsfof The units within a cluster
have the same or similar connection patterns to other units. They form
clusteringC = {C4,Cs, ..., Cy} which is apartition of the setU. Each
partition determines an equivalence relation (and vice versa). Let us de
by ~ the relation determined by partitidd.

A clusteringC partitions also the relatioR into blocks
R(CZ, Cj> = RN Cz X Cj

Each such block consists of units belonging to clustgrandC; and all
arcs leading from clustet; to clusterC;. If i = j, a blockR(C;, C;) is

en

note

called adiagonalblock. /
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/

1988):

N

Structural and regular equivalence

Regardless of the definition of equivalence used, there are two basic
approaches to the equivalence of units in a given network (compare Faust,

e the equivalent units have the same connection pattern teame
neighbors;

e the equivalent units have the same or similar connection pattern tp
(possibly)different neighbors.

The first type of equivalence is formalized by the notion of structural
equivalence and the second by the notion of regular equivalence with the
latter a generalization of the former.

~

/
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/

N

sl.
S2.

Structural equivalence

Units are equivalent if they are connected to the rest of the network ir
identical ways (Lorrain and White, 1971). Such units are said to be
structurally equivalent

The unitsX andY arestructurally equivalentwe writeX = Y, iff the
permutation (transpositiom) = (X Y) is an automorphism of the relation
R (Borgatti and Everett, 1992).

In other words X andyY are structurally equivalent iff:

XRY < YRX  s3. VZeU\{X,Y}: (XRZ< YRZ)
XRX < YRY  s4. VZeU\{X,Y}: (ZRX < ZRY)

~

/
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4 N

... Structural equivalence

The blocks for structural equivalence are null or complete with variations
on diagonal in diagonal blocks.

00000 1000
00000 0100
00000 0010
00000 0001
11111 0111
11111 1011
11111 1101
11111 1110

N /
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/

also equivalent.

X ~ Y implies both

1996).

N

Regular equivalence

Integral to all attempts to generalize structural equivalence is the idea t
units are equivalent if they link in equivalent ways to other units that ar

White and Reitz (1983): The equivalence relatieron U is aregular
equivalenceon networkN = (U, R) if and only if for all X,Y,Z € U,

Rl. XRZ=3IWecU:(YRWAW ~ Z)
R2. ZRX=3IW cU: (WRY AW ~ Z)

Another view of regular equivalence is based on colorings (Everett, Borg

~

hat
S

atti

/
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... regular equivalence

Theorem 1 (Batagelj, Doreian, Ferligoj, 1992)Let C = {C;} be a
partition corresponding to a regular equivaleneeon the networkN =
(U, R). Then each blocik(C,,C,) is either null or it has the property
that there is at least one 1 in each of its rows and in each of its column
Conversely, if for a given clusterin@, each block has this property then
the corresponding equivalence relation is a regular equivalence.

The blocks for regular equivalence are null or 1-covered blocks.

00000

- N e Na»)
s N e Nan)
OO
OO
- N e Naw)

~

10100
00101
01000
10110

/
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/

Establishing Blockmodels

be formulated as an optimization probléd, P) as follows:

Determine the clusterin@* € ® for which

P(C*) = glelg P(C)

where® is the set ofeasible clusteringandP is acriterion function

clusterings) is not empty.

N

The problem of establishing a partition of units in a network in terms of
selected type of equivalence is a special casgiaftering problenthat can

Since the set of unit¥J is finite, the set of feasible clusterings is also
finite. Therefore the sétlin(®, P) of all solutions of the problem (optimal

~

/
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Criterion function

Criterion functions can be constructed

e indirectlyas a function of a compatible (dis)similarity measure between
pairs of units, or

e directly as a function measuring the fit of a clustering to an ideal
one with perfect relations within each cluster and between clusterg
according to the considered types of connections (equivalence).

N /
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Indirect Approach \
R

RELATION

DESCRIPTIONS

\ original relation

Q path matrix
triads

OF UNITS
/ orbits

N\
DISSIMILARITY D
MATRIX

\ 2
STANDARD hierarchical algorithms,
CLUSTERING relocation algorithm, leader algorithm, etc.
ALGORITHMS

/
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/ Dissimilarities \

The propertyt : U — IR Is structural propertyf, for every automorphism
¢, of the relationR, and every unit: € U, it holds thatt(z) = t(¢(x)).
Some examples of a structural property include

t(u) = thedegreeof unitu;
t(u) = number of units atlistanced from the unitu;
t(v) = number oftriads of typex at the unitu.

Centrality measures are further examples of structural properties.

We can define the description of the um#éis|u] = [t1(u), t2(u), . .., tm(u)].
As a simple example, could bedegreecentrality,t, could becloseness
centrality and; could bebetweennessentrality. The dissimilarity between
unitsu andwv could be defined ag(u, v) = D([u], [v]) whereD is some
(standard) dissimilarity between real vectors. In the simple exaniple,

kcould be thezuclideandistance between the centrality profiles. /
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N

Dissimilarities based on matrices

We consider the following list of dissimilarities between untisandzx ;
where the description of the unit consists of the row and column of the¢
property matrixQQ = [g;;]. We take as units the rows of the matrix

X =[QQ’]

=4

/
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/ ... Dissimilarities
Manhattandistanced,, (x;, ;) = Z(]qis — Qjs| +19si — qsjl)
s=1

Euclideandistance:

dp(Ti,xj) = \ Z((Qis — qjs)° + (¢si — 4s5)°)

s=1

sSFi,j
Truncated Euclideadistance (Faust, 1988).

ds(zi25) = | D (Gis — 3s)? + (gsi — ¢55)?)

s=1
8F1,]

N

Truncated Manhattadistanceids (z;, ;) = Y (|gis — @js| + |gsi — ¢s51)

/
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. Dissimilarities

Corrected Manhattan-likdissimilarity (p > 0):

de(p)(wi,x5) = ds(Ts, 75) + 0 - (|qss — q55] + |ai5 — a54])

Corrected Euclidean-likdissimilarity (Burt and Minor, 1983):

de(p)(Ti, ) = \/ds(%l’jV +p- (¢ — 455)° + (@5 — 451)°)

Correcteddissimilarity:

do(p)(zi, x;) \/d i, x;)

The parameten, can take any positive value. Typically,= 1 orp = 2,
where these values count the number of times the corresponding diaggnal
pairs are counted.

N /
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/ ... Dissimilarities \

It is easy to verify that all expressions from the list define a dissimilarity
(i.e. thatd(x,y) > 0; d(z,z) = 0; andd(z,y) = d(y,z)). Each of the
dissimilarities from the list can be assessed to see whether or not it is also a
distanced(x,y) = 0 = x = y andd(x,y) + d(y, z) > d(x, z).

The dissimilarity measuré is compatiblewith a considered equivalenee
If for each pair of units holds

X; ~ Xj = d(XZ,XJ) =0

Not all dissimilarity measures typically used are compatible with structural
equivalence. For example, tlerrected Euclidean-like dissimilaritig
compatible with structural equivalence.

The indirect clustering approach does not seem suitable for establishing
clusterings in terms of regular equivalence since there is no evident way
Qow to construct a compatible (dis)similarity measure.
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Example: Support network among informatics
students

The analyzed network consists of social support exchange relation ameng
fifteen students of the Social Science Informatics fourth year class
(2002/2003) at the Faculty of Social Sciences, University of Ljubljana.
Interviews were conducted in October 2002.

Support relation among students was identified by the following questiop:

Introduction: You have done several exams since you are in the
second class now. Students usually borrow studying material from
their colleagues.

Enumerate (list) the names of your colleagues that you have most
often borrowed studying material from. (The number of listed
persons is not limited.)

N /
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b02

b51

N

g07

b96

928

Class network

gl2

g63

- class.net

b89

» 909 Vertices represent students
x In the class; circles — qirls,
2 / o squares — boys. Opposite
a10 pairs of arcs are replaced by
edges.

b03

/
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/ Indirect approach \

b51 —_—

bso —j Using Corrected Euclidean-like
ZZ? - dissimilarity and Ward clustering
- method we obtain the following
g5 dendrogram.

o0 D From it we can determine the num-

924 _—

100 . ber of clusters: ’Natural’ cluster-
663 — Ings correspond to clear 'jumps’ in
e T the dendrogram.

If we select 3 clusters we get the

g07 —

928 _

622 — partitionC.
C = {{b51,b89,b02,b96,b03,b85, g10, g24},
k {909, 963, g12}, {907, 928, 922, g42} } /
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Partition in 3 clusters

b96
b85
b02
\ . On the picture, ver-
X tices In the same
2 02> 24 cluster are of the
028 glo/ same color.
b03
b51

b89

N /
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/

b02
b03
g10
924
b51
b85
b89
b96
g07
g22
g28
g42
g09
gl2
g63

N

C1

Cc2

C3

Pajek - shadow [0.00,1.00]

Matrix

b02

b03

g10
g24
b51
b85

C1

b89

b96
g07
g22

Cc2

C3

g28
g42
g09
gl2
g63

~

The partition can be used
also to reorder rows and
columns of the matrix repre-
senting the network. Clus-
ters are divided using blue
vertical and horizontal lines.

/
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N

Direct Approach and Generalized
Blockmodeling

Criterion functionP(C) has to besensitiveto considered equivalence:

P(C) = 0 & C defines considered equivalence

The second possibility for solving the blockmodeling problem is to constr
an appropriate criterion function directly and then use a local optimizati
algorithm to obtain a ‘good’ clustering solution.

23

ICt
olp

/
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Generalized Blockmodeling

A blockmodetonsists of structures ob-
tained by identifying all units from the
same cluster of the clustering. For

an exact definition of a blockmodel we
have to be precise also about which
blocks produce an arc in theduced
graph and which do not, and of what C,
type Some types of connections are
presented in the figure on the next slide.
The reduced graph can be represented

by relational matrix, called alsmnage
matrix.

N

ISEG, Lisbon, Portugal: Introductory Workshop to Network Analysis of Texts 4 > (4 P > ] |:| |:|

24



V. Batagelj: Clustering and blockmodeling

-~

N

Block Types

complete row-dominant col-dominant
regular row-regular col-regular

8 0%

null row-functional col-functional

P04 08

/
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Generalized equivalence / Block Types

Y Y Y
11 111 01 0 0O 00 1 00
X/11111 X|11111 X|00110
11111 00 0 0O 11100
11 111 00 0 10 00101
complete row-dominant col-dominant
Y Y Y
01 00O 01 0 0O 01 01O
X101 10 X|01 100 X|20100
00 101 10100 11011
11000 01 0 01 00 0 0O
regular row-regular col-regular
Y Y L0 00
00 0 0O 00 01O 0100
X|00 000 X|0O0 100 xlo 0 10
OO0 0 O0O 1 0 00O 00 00
OO0 0 O0O OOQlO 00 0 1
null row-functional

col-functional

~

/
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Characterizations of Types of Blocks

~

null
complete

regular
row-regular
col-regular
row-dominant
col-dominant
row-functional

col-functional
non-null

nul
com

reg
rre
cre
rdo
cdo
rfn

cfn
one

all0*
all1*

1-covered rows and column
each row isl-covered

each column id -covered
Jall 1 row™

3 all 1 column*®

4! one 1 in each row

4! one 1 in each column
J at least one 1

S

Ll

A

N

* except this may be diagonal

block issymmetriaff VX, Y € C; x C; : (XRY & Y RX).

/
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/

Block Types and Matrices

1 1 1 11 1 0 O
1 1 1 10 1 0 1
1 1 1 10 0 1 O
1 1 1 11 0 0 O
o 0 0O O0O|O0 1 1 1
O 0 0O 0|1 0 1 1
O 0 0O 0|1 1 o0 1
O 0 0O o1 1 1 O
Ch Co
C1 | complete regular
Cs | null complete

Q
5
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29

/

Therefore

N

Formalization of blockmodeling

Let V' be a set of positions or images of clusters of units. jLetU — V
denote a mapping which maps each unit to its position. The cluster of units

C'(t) with the same positione V' is

Ct)=p () ={X € U: u(X) =t}

Clu) =1C(t):t eV}

IS a partition (clustering) of the set of units.

~

/
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/ Blockmodel \

A blockmodeis an ordered sextupl®t = (V, K, 7 ,Q, w, ) where:

e VV is a set oftypes of unitgimages or representatives of classes);
e K CV x Visasetofconnections

e 7 is a set of predicates used to describe tiligs of connections
between different classes (clusters, groups, types of units) in a netwlork.
We assume that nit 7. A mappingnr : K — 7 \ {nul} assigns
predicates to connections;

e ()is asetofaveraging rulesA mappinga : K — @ determines rules
for computing values of connections.

A (surjective) mapping: : U — V determines a blockmodd@H of network
N iff it satisfies the conditionsY(t,w) € K : #(t,w)(C(t), C(w)) and

Q(t,w) cV x V\ K : nul(C(t), C(w)) . /

ISEG, Lisbon, Portugal: Introductory Workshop to Network Analysis of Texts 4> d o P ® |:| |:|



V. Batagelj: Clustering and blockmodeling

4 N

Let ~ be an equivalence relation ovBrand X] ={Y e U: X ~ Y}.
We say thatv is compatiblewith 7 over a networkN iff

Equivalences

VX, Y e U3T € T : T([X], [Y]).

It is easy to verify that the notion of compatibility faf = {nul, reg}
reduces to the usual definition of regular equivalence (White and Reitg
1983). Similarly, compatibility for7 = {nul,com} reduces to structural
equivalence (Lorrain and White 1971).

For a compatible equivalence the mappingu: X — [X] determines a
blockmodel withvV = U/ ~.

The problem of establishing a partition of units in a network in terms of
selected type of equivalence is a special casgustering problem that
can be formulated as an optimization problem. /

N
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/ Criterion function \

One of the possible ways of constructing a criterion function that direct|y
reflects the considered equivalence is to measure the fit of a clustering to

an ideal one with perfect relations within each cluster and between clusters
according to the considered equivalence.

Given a clusteringC = {C4,Cs, ..., Cy}, let B(C,, C,) denote the set of
all ideal blocks corresponding to bloék C,,, C,,). Then the global error of
clusteringC can be expressed as

PC — . d uyCU 7B
(C)= > pediin  d(R(Cy; Cu), B)
C.,C,eC

where the termi(R(C,, C,), B) measures the difference (error) betweer
the blockR(C,, C,) and the ideal bloclB. d is constructed on the basis of
characterizations of types of blocks. The functibhas to be compatible

\vvith the selected type of equivalence. /
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/ ... criterion function \

For example, for structural equivalence, the telt®(C,,C,), B) can be
expressed, for non-diagonal blocks, as

d(R(Cy,Cy),B)= > |rxy —bxyl.

XelC,,Yel,

33

whererx y Is the observed tie anid + is the corresponding value in an
Ideal block. This criterion function counts the number of 1s in erstwhile
null blocks and the number of Os in otherwise complete blocks. These fwo
types of inconsistencies can be weighted differently.

A} 74

Determining the block error, we also determine the type of the best fitting
ideal block (the types are ordered).

The criterion functionP(C) is sensitiveff P(C) = 0 < u (determined
by C) is an exact blockmodeling. For all presented block types sensitiy
kcriterion functions can be constructed (Batagelj, 1997). /

-

e
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/ Deviations Measures for Types of Blocks \

We can efficiently test whether a blodk(X,Y) is of the typeT by
making use of the characterizations of block types. On this basis we can
construct the corresponding deviation measures. The quantities used in the
expressions for deviations have the following meaning:
Sy — total block sum= # of 1s in a block,
N, = card X — # of rows in a block,
Ne = card Y—# of columns in a block,
D — # of non-null rows in a block,
De — # of non-null columns in a block,
My — maximal row-sum,
Me — maximal column-sum,
Sd — diagonal block sum- # of 1s on a diagonal,
d — diagonal erroE= min(sgq, n,. — sq).
kThroughout the number of elements in a block ... /
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N

... Deviations Measures for Types of Blocks

Connection §(X,Y:;T)
null St nondiagonal
st +d— sq diagonal
NrNe — St nondiagonal
complete { nrne — st +d+sq —nr diagonal
row-dominant (TLC - Mr — 1)”’7’ dlagon.a|$d = ()
(ne —mer)nr otherwise
col-dominant (nr —me — 1)ne dlagongl$d =0
(nr — me)ne otherwise

row-regular
col-regular
regular
row-functional
col-functional
density~y

(nr - pr)nc

(ne — pe)nr

(ne — pe)nr + (nr — pr)pe
St — pr + (nr — pr)nc

st — pc + (e — pe)nr

max (0, ynyne — St)

For the null, complete, row-dominant and column-dominant blocks it is necess:
to distinguish diagonal blocks and non-diagonal blocks.

~

35
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/

N

Solving the blockmodeling problem

The obtained optimization problem can be solved by local optimization.

Once a partitioning: and types of connection are determined, we can
also compute the values of connections by using averaging rules.

/
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/

N

Benefits from Optimization Approach \

ordinary / inductive blockmodelingGiven a networkN and set of
types of connectioff, determine the mode1;

evaluation of the quality of a model, comparing different models,
analyzing the evolution of a netwo(lampson data, Doreian and
Mrvar 1996): Given a networlN, a modelM, and blockmodeling:,
compute the corresponding criterion function;

model fitting / deductive blockmodelinGiven a networkN, set of
types7, and a family of models, determinewhich minimizes the
criterion function (Batagelj, Ferligoj, Doreian, 1998).

we can fit the network to a partial model and analyze the residual
afterward;

we can also introduce different constraints on the model, for examg

units X andY are of the same type; or, types of unsandY are not

connected: ... /
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/

Pre-specified blockmodeling

consistent with a specified equivalence.

criterion function.

N

38

~

In the previous slides the inductive approaches for establishing blockmo
for a set of social relations defined over a set of units were discussed.
Some form of equivalence is specified and clusterings are sought that

Another view of blockmodeling is deductive in the sense of starting with a
blockmodel that is specified in terms of substance prior to an analysis.

In this case given a network, set of types of ideal blocks, and a reduced
model, a solution (a clustering) can be determined which minimizes the

dels

are

/
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4 N

Pre-Specified Blockmodels

The pre-specified blockmodeling starts with a blockmodel specified, in
terms of substanceyrior to an analysis Given a network, a set of ideal
blocks is selected, a family of reduced models is formulated, and partitipns
are established by minimizing the criterion function.

The basic types of models are:

* * * O * O O *
* O * * O * * O
center -  hierarchy clustering bipartition
periphery

N /
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/

N

C

Prespecified blockmodeling example

Prespecified blockmodel: (com/complete, reg/regular, -/null block)

1 2

1| [comreg] -

2 | [comreg] -

Using local optimization we get the partition:

= {{b02,b03,b51, b85, b89, b96, g09},
{907,910, g12, g22, g24, 928, g42, 963} }

40

~

We expect that center-periphery model exists in the network: some stud
having good studying material, some not.

ents

/
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/

N

b02

b51

g07

2 clusters solution

b96

g28

b85

b89

g

A

g42

gl2

g63

g09

b03

/ g24

g10

/
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/

g07
gl0
gl2
g22
g24
g28
g42
g63
b85
b02
b03
g09
b51
b89
b96

N

g07
g10
gl2
g22
g24
028
g42
g63
b85
b02

Pajek - shadow [0.00,1.00]

Model

b03

g09
b51
b89
b96

~

Image and Error Matrices:

1 2 1 2
lireg -| 1|0 3
2| reg -] 2|0 2

Total error =5

/
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The Student Government at the University of Ljubljana in
1992

The relation is determined by the following question (Hlebec, 1993):

Of the members and advisors of the Student Government, whom
do you most often talk with about the matters of the Student
Government?

m
1

N T
w3

minister 1
p.minister
minister 2
minister 3
minister 4
minister 5
minister 6
minister 7
adviser 1

adviser 2

adviser 3

=
=
=
=

.,_\,_\.
Y

TN

PR OOO~NOOITRAARWNE

|—\
CRRRRRPE

N
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~

A Symmetric Acyclic Blockmodel of Student Government

The obtained clustering in 4
clusters is almost exact. The
only error is produced by the

arc(a3, mb). /
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\ Zamagnha = 23

_/

ISEG, Lisbon, Portugal: Introductory Workshop to Network Analysis of Texts

/Ragusan Noble Families Marriage Network, 18th and 1@

Century
1 2 3 45 6 7 8 9 101112131415 16 17 18 19 20 21 22|23

Bona 2 T .- .- . 2 . 2 1
Bonda 3 . . . . . . . . 2 .
Bosdari 4 1 . . 1
Bucchia 5 . 1 . .
Caboga 6 : 1 1 1 1
Cerva 7 1 - 1 . 1 -
Georgi 8 1 2 1 - : 4 : 1
Ghetaldi 9 1 - 1 1 1 . :
Gondola 10 - 1 - e .
Goze 11| 1 2 1 2 2 . 2 1
Gradi 12 - - - . 1 - 1 3 :
Menze 13 1 . . . 1
Natali 14 . . .
Pauli 15 1 - . .
Poza 16 .2 1 - 1 1
Ragnina 17 1 1 1 - 1 :
Resti 18 .o . -1 . 1
Saraca 19 1 . .
Slatarich 20 .o . . . .
Sorgo 21 2 1 1 1 1
Tudisi 22 . . . 1 :

1 2 1

4> H o P [] []
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/ A Symmetric-Acyclic Decomposition of the Ragusan\

Families Network

= —
\

;

T £

S

/]

G Menze >
| T Caboza>

=1

— Ghetaldi
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/

Demo with Pajek

Read Network Tina.net
Net/Transform/Arcs-->Edges/Bidirected Only/Max
Draw/Draw
Layout/Energy/Kamada-Kawai/Free
Operations/Blockmodeling/Restricted Options [On]
Operations/Blockmodeling/Random Start
[4, Ranks.MDL], [Repetitions, 100], [Clusters, 4], [RUN]
extend the dialog box to see the model
Draw/Draw-Partition

N

/
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/

Blockmodeling in 2-mode networks

at the beginning of this lecture.

column-partition.

N

We already presented some ways of rearranging 2-mode network matr

It is also possible to formulate this goal as a generalized blockmodeling
problem where the solutions consist of two partitions — row-partition ar

48

ces

d

—

/
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(s

upreme Court Voting for Twenty-Six Important Decisions

Issue Label Br Gi So St OC Ke Re Sc Th
Presidential Election PE - - - -+ 4+ o+ o+ o+
Criminal Law Cases

Illegal Search 1 CL1 F + + + + +
Illegal Search 2 CL2 + + o+ o+ o+ o+
lllegal Search 3 CL3 + o+ o+ + o+
Seat Belts CL4 - -+ + + o+ o+
Stay of Execution CL5 + o+ o+ o+ o+ o+

Federalism

Clean Air Action
Clean Water
Cannabis for Health
United Foods

NY Times Copyrights

Federal Authority Case

FA1
FA2
FA3
FA4
FA5
FAG

- -+ + + o+ o+
+ + + o+ + + o+ o+ o+
- -+ o+ o+ 4+ o+
0 + + + + + + + +
-+ o+ + o+ o+ 4+
+ 4+ + + o+ o+ 4+

Civil Rights Cases

Voting Rights CR1 + + + o+ 4+ -

Title VI Disabilities CR2 - - - -+ + 4+ o+ 0+

PGA v. Handicapped Player| CR3 + + + + + + 4+
Immigration Law Cases

Immigration Jurisdiction Im1 + + + o+ +

Deporting Criminal Aliens Im2 + + + o+ o+ -

Detaining Criminal Aliens Im3 + + o+ 4+ +

Citizenship Im4 - - -+ + + + 4+
Speech and Press Cases

Legal Aid for Poor SP1 + + + + -+

Privacy SP2 + + + + + o+

Free Speech SP3 + + + + + +

Campaign Finance SP4 + + + + 4+

Tobacco Ads SP5 S T T S I

Labor and Property Rights Cases
Labor Rights LPR1 - - - -+ + 4+ + 0+
LPR2 + + + + 4+

kProperty Rights

~

The Supreme Court Justices anc
their ‘votes’ on a set of 26 “impor-
tant decisions’'made during the
2000-2001 term, Doreian and Fu-
jimoto (2002).

The Justices (in the order in
which they joined the Supreme
Court) are: Rehnquist (1972),
Stevens (1975), O’Conner (1981),
Scalia (1982), Kennedy (1988),
Souter (1990), Ginsburg (1993)
and Breyer (1994).

/
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/

N

... Supreme Court Voting / a (4,7) partition

Auadoid

Rehnquest
Thomas
Scalia
Kennedy
OConner
Breyer

/

S 3207729592905 9533885585¢
= ®© o o = 3 o = = &
8 8 22 0 g o NF22 4328 3F35><88T 5 3
10<3(/)—'=|'|'|(3DQ_ED3Q,3—5':;(Qo<m———1©'0
n o EUQ—’EmﬂchZSﬁm—-E‘<E>ﬂ§V’V’$:UE.
w o 2 8 3 & T 9 FT o n T w3 S = D 3 N R = 5 @
c = O = = 5 > U o < > < 3
o T o 3 a o ) o 5 > T
@ i

Ginsburg

Souter

Stevens

IEE HEEEEN

upper — conservative / lower — liberal

/
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4 N

Signed graphs

A signed graphs an ordered paifG, o) where

e G = (V,R)is adirected graph (without loops) with set of vertidés
and setofarc C V x V;

e 0: R— {p,n}isasignfunction. The arcs with the sigmarepositive
and the arcs with the sign arenegative We denote the set of all
positive arcs byt and the set of all negative arcs By .

The case when the graph is undirected can be reduced to the case of directed
graph by replacing each edgdoy a pair of opposite arcs both signed with
the sign of the edge.

N /
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4 N

Balanced and clusterable signed graphs

The signed graphs were introduced in Harary, 1953 and later studied by
several authors. Following Roberts (1976, p. 75-77) a signed dtzph)
IS:

e balancediff the set of verticed’ can be partitioned into two subsets
So that every positive arc joins vertices of the same subset and eve
negative arc joins vertices of different subsets.

\VJ

ry

e clusterableiff the set of V can be partitioned into subsets, called
clusters so that every positive arc joins vertices of the same subset and
every negative arc joins vertices of different subsets.

N /
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/

following theorems:

IS positive.

N

... Properties

~

The (semi)walk on the signed graphpssitiveiff it contains an even
number of negative arcs; otherwise itisgative

The balanced and clusterable signed graphs are characterised by thi

THEOREM 1. Asigned grapiG, o) is balanced iff every closed semiwall

THEOREM 2. A signed graph G, o) is clusterable iffG contains no
closed semiwalk with exactly one negative arc.

et

/
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4 N

Chartrand’s example — graph
8 7 1 2 3 45 6 7 8 9
® o
110 n 0 0O p 0 0 O p
9 6 2ln 0O p 0O 0O On O O
3|10 p Op 0O 0O 0 0 O
410 0 p 0O0n 0O n O O
1 5 5/p 0 0O0n 0O p O O O
6|0 0 0O Op 0O0n O p
710 n O0O0n 0 n O p O
[ @ @
2 3 A 8/0 0 0OOOOp 0 n
9lp 0 0 0O 0O0p O0n O

In the figure the graph from Chartarand (1985, p. 181) and its value mafrix
are given. The positive edges are drawn with solid lines, and the negative
edges with dotted lines.

N
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4 N

Chartrand’s example — closures

1 23 456 7 829 1 2 3 456 7 89
lla a a a a a a a a lilpnnnppnnopP
2/la a a a a a a a a 2iln pppnnnmnn
3la a a a a a a a a 3ln pppPnnnnn
41a a a a a a a a a 4dIin p ppnnnnn
S|a a a a a a a a a S\ pnnnppnnp
6la a a a a a a a a 6|lp nmnppnnp
/la a a a a a a a a filnmnmnmnmnpPpPn
8la a a a a a a a a 8n nmnnmnppn
9/a a a a a a a a a 9 pnnnppnmnop

On the left side of the table the corresponding balance-closure is given —
the graph is not balanced. From the cluster-closure on the right side of|the
table we can see that the graph is clusterable and it has the clusters

Vl — {1757679}7 V2 — {27374}7 V3 — {778}

N /
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56

/ Clusterability and blockmodeling \

To the sign graph clusterability problemu corespond three types of blocks:

e null all elements in a block ar@

measured as follows(( < a < 1):

CcCeCu,veC

The clusterability of partitiorC = {C4,C5, ..

e positiveall elements in a block are positive @r

e negativeall elements in a block are negative®r

P,(C) =« Z Z max(0, —wy, )+(1—a) Z

c,c’ec ueC,welC’

c#C!

If a graph is clusterable the blocks determined by the partition are: posifive
or null on the diagonal; and negative or null outside the diagonal.

., C } can be therefore

Z max (0, W)

kThe blockmodeling problem can be solved by local optimization. /
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/ Slovenian political parties 1994 (S. Kropivnik)

1 2 3 4 5 6 Il 38 9 10
SKD 1 0 -215 114 -89 -77 94 -1/0 176 117 -21
ZLSD 2|-215 0 -217 134 77 -150 57 -253 -230 4
SDSS 3 114 -217 0 -203 -80 138 -109 177 180 -17
LDS 4| -89 134 -203 0 157 -142 173 -241 -254 2
ZSESS 3 -/7 77 -80 157 0 -188 170 -120 -160
ZS 6/ 94 -150 138 -142 -188 0 -97 140 116 -1
DS /7/-170 57 -109 173 170 -97 0 -184 -191
SLS 8| 176 -253 177 -241 -120 140 -184 0 235 -1
SPS-SNS 9117 -230 180 -254 -160 116 -191 235 0 -1
SNS 10-210 49 -174 23 -9 -106 -6 -132 -164

Qetwork Stranke94

SKD - Slovene Christian Democrats; ZLSD — Associated List of Social Democrats; SDSS — Social Democratic Party of Slovenia;
LDS — Liberal Democratic Party; ZSESS and ZS — two Green Parties, separated after 1992 elections; DS — Demaocratic Party;
SLS — Slovene People’s Party; SNS — Slovene National Party; SPS SNS — a group of deputies, former members of SNS, separated after 1992 glections
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4 N

Slovenian political parties 1994 / reordered

1 3 6 8 9 2 4 5 /7 10
SKD 1 O 114 94 176 11y-215 -89 -77 -170 -210
SDSS 3 114 O 138 177 180217 -203 -80 -109 -174
/S 6| 94 138 O 140 116-150 -142 -188 -97 -10b
SLS 8 176 177 140 0 23p-253 -241 -120 -184 -132
A
)
3
)
D

SPS-SNS 9117 180 116 235 p-230 -254 -160 -191 -16
ZLSD 21-215 -217 -150 -253 -230 O 134 77 57 49
LDS -89 -203 -142 -241 -254134 0 157 173 2]
ZSESS 3 -/7 -80 -188 -120 -160 77 157 0 170 -4
DS /7/-170 -109 -97 -184 -191 57 173 170 0 -6
SNS 10-210 -174 -106 -132 -164 49 23 -9 -6 C

N

S. Kropivnik, A. Mrvar: An Analysis of the Slovene Parliamentary Parties Network. in Developments in data analysis, MZ 12,
FDV, Ljubljana, 1996, p. 209-216.

N /
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