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In many fields of life it is not easy to describe the investigated problem with quantifiable variables, especially if parameters like intelligence, comfort etc are involved in the analysis. The characterisation of such phenomena is carried out with a wide range of variables. Categorial variables are mostly used.
Furthermore the problem gets more complex, if a connection to objective measurements should be investigated additionally.
In this talk the use of factor analysis in combination with linear regression is presented as a possibility for analysing such kind of problems. 

Factor analysis is a powerful tool for compressing the information with the help of covariance relationship among the variables. Firstly the variety of variables, which describes the non-quantifiable, investigated problem, is reduced to a few underlying, non observable random variates, called factors. Afterwards the regression analysis can be applied on these factors for studying the relationship to quantifiable measurements.
By means of a practical problem the combination of factor analysis with linear regression is illustrated. 

